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Abstract

We present a real-time monocular dense SLAM system de-
signed bottom-up from MASt3R, a two-view 3D reconstruc-
tion and matching prior. Equipped with this strong prior,
our system is robust on in-the-wild video sequences despite
making no assumption on a fixed or parametric camera
model beyond a unique camera centre. We introduce ef-
ficient methods for pointmap matching, camera tracking
and local fusion, graph construction and loop closure, and
second-order global optimisation. With known calibration,
a simple modification to the system achieves state-of-the-art
performance across various benchmarks. Altogether, we
propose a plug-and-play monocular SLAM system capable
of producing globally consistent poses and dense geometry
while operating at 15 FPS.

1. Introduction

Visual simultaneous localisation and mapping (SLAM) is
a foundational building block for today’s robotics and aug-
mented reality products. With careful design of an integrated
hardware and software stack, robust and accurate visual
SLAM is now possible. However, SLAM is yet to become
a plug-and-play algorithm as it requires hardware expertise
and calibration. Even for a minimal single camera setup with
no additional sensing such as an IMU, a SLAM solution that
reliably provides both accurate poses and consistent dense
maps in-the-wild does not exist. Achieving such a reliable
dense SLAM system would open new research avenues for
spatial intelligence.

Performing dense SLAM from only 2D images requires
reasoning over time-varying poses and camera models, as
well as 3D scene geometry. To solve such an inverse problem
of large dimensionality, a variety of priors, from handcrafted
to data-driven, have been proposed. Single-view priors, such
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Two-View Pointmap
Prediction Using MASt3R

L1, Real-Time Monocular Dense SLAM Without a
Known Camera Model

Figure 1. Reconstruction from our dense monocular SLAM system
on the Burghers sequence [55]. Using the two-view predictions
from MASt3R shown on the left, our system achieves globally
consistent poses and geometry in real-time even without a known
camera model.

as monocular depth and normals, attempt to predict geome-
try from a single image, but these contain ambiguities and
lack consistency across views. While multi-view priors like
optical flow reduce the ambiguity, decoupling pose and ge-
ometry is challenging since pixel motion depends on both
the extrinsics and the camera model. Although these under-
lying causes may vary across time and different observers,
the 3D scene remains invariant across views. Therefore, the
unifying prior required to solve for poses, camera models,
and dense geometry from images is over the space of 3D
geometry in a common coordinate frame.

Recently, two-view 3D reconstruction priors, pioneered
by DUSt3R [49] and its successor MASt3R [20], have cre-
ated a paradigm shift in structure-from-motion (SfM) by
capitalising on curated 3D datasets. These networks output
pointmaps directly from two images in a common coordi-
nate frame, such that the aforementioned subproblems are


https://edexheim.github.io/mast3r-slam
https://youtu.be/wozt71NBFTQ

implicitly solved in a joint framework. In the future, these
priors will be trained on all varieties of camera models with
significant distortion. While 3D priors could take in more
views, SfM and SLAM leverage spatial sparsity and avoid
redundancy to achieve large-scale consistency. A two-view
architecture mirrors two-view geometry as the building block
of StM, and this modularity opens the door for both efficient
decision-making and robust consensus in the backend.

In this work, we propose the first real-time SLAM frame-
work to leverage two-view 3D reconstruction priors as a
unifying foundation for tracking, mapping, and relocalisa-
tion as shown in Fig. 1. While previous work has applied
these priors to SfM in an offline setting with unordered
image collections [10], SLAM receives data incrementally
and must maintain real-time operation. This requires new
perspectives on low-latency matching, careful map main-
tenance, and efficient methods for large-scale optimisation.
Furthermore, inspired by both filtering and optimisation tech-
niques in SLAM, we perform local filtering of pointmaps in
the frontend to enable large-scale global optimisation in the
backend. Our system makes no assumption on each image’s
camera model beyond having a unique camera centre that all
rays pass through. This results in a real-time dense monoc-
ular SLAM system capable of reconstructing scenes with
generic, time-varying camera models. Given calibration, we
also demonstrate state-of-the-art performance in trajectory
accuracy and dense geometry estimation.

In summary, our contributions are:
¢ The first real-time SLAM system using the two-view 3D

reconstruction prior MASt3R [20] as a foundation.

* Efficient techniques for pointmap matching, tracking and
local fusion, graph construction and loop closure, and
second-order global optimisation.

* A state-of-the-art dense SLAM system capable of handling
generic, time-varying camera models.

2. Related Work

To obtain accurate pose estimation, sparse monocular
SLAM focuses on jointly solving for camera poses and
a select number of unbiased 3D landmarks [7]. Algorithmic
advances leveraging the sparsity of the optimisation [18]
and careful graph construction [25] enabled real-time pose
estimation and sparse reconstructions on large scale scenes.
While sparse monocular SLAM is very accurate given suf-
ficient features and parallax, it lacks a dense scene model
which is useful for both robust tracking and more explicit
reasoning over geometry.

To improve robustness and provide interaction, early
dense monocular SLAM systems demonstrated alternat-
ing optimisation of poses and dense depth with handcrafted
regularisation [28]. As these systems were limited to con-
trolled settings, recent work has attempted to combine data-
driven priors with backend optimisation. While predicting

geometric quantities from a single image, such as depth
[11, 14, 30, 52] and surface normals [1, 50], have shown
significant progress, their use has been limited in SLAM.
Predicting geometry from a single-view is ambiguous, result-
ing in biased and inconsistent 3D geometry. SLAM literature
has thus focused on predicting priors over a hypothesis space
of possible depths in the form of latent spaces [2, 6], sub-
spaces [40], local primitives [23], and distributions [8, 9].
While the flexibility of these priors can achieve greater con-
sistency, robust correspondence across multiple views is
essential.

Multi-view priors, such as multi-view stereo (MVS)
[19, 32, 54] and optical flow [42], instead focus on learn-
ing correspondence from two or more views as a means to
obtaining geometry. However, both require additional infor-
mation: MVS fixes poses to achieve correspondence, while
flow is an entangled observation of motion and geometry
subject to the degeneracies mentioned previously. DROID-
SLAM [44] combines learned features for matching along
with a per-pixel dense bundle adjustment framework into a
single end-to-end framework. This results in a robust SLAM
system with a backend similar in spirit to sparse SLAM, so
the lack of explicit geometric constraints can still produce
inconsistent 3D geometry.

Volumetric representations have demonstrated the po-
tential for consistent reconstruction as geometry parameters
are coupled in the rendering process. A variety of SLAM sys-
tems have adopted differentiable rendering in neural fields
[24] and Gaussian splatting [17] for both monocular [22, 57]
and RGB-D [15, 38, 51, 56] cameras. However, these meth-
ods have lagged in real-time performance compared to alter-
natives, and require depth, additional 2D priors, or slow cam-
era motion to constrain the solution. 3D priors for general
scene reconstruction from images first fuse 2D features into
3D voxel grids which are then decoded into surface geometry
[26, 39]. These methods assume known poses for fusion,
so are unsuitable for joint tracking and mapping, while the
volumetric representations require significant memory and a
pre-defined resolution.

All systems mentioned thus far assume known intrinsic
calibration. Classical automatic intrinsic calibration is
possible when there are strict assumptions on scene geom-
etry or unchanging parameters across a set of images [12],
but encounters degenerate configurations and sensitivity to
noise. Given an initial estimate of intrinsics, refinement via
bundle adjustment can improve accuracy online [16], but this
already assumes a parametric model and sufficient initialisa-
tion of all parameters. More recently, data-driven methods
predict intrinsics from one or multiple images [13, 47], but
are either limited in accuracy for in-the-wild SLAM or are
not flexible in the camera model definition.

Recently, DUSt3R introduced a novel two-view 3D
reconstruction prior that outputs dense 3D point clouds



of both images in a common coordinate frame. Compared
to previously discussed priors that solve subproblems of
the task, DUSt3R provides a direct pseudo-measurement
of a two-view 3D scene by implicitly reasoning over cor-
respondence, poses, camera models, and dense geometry.
The successor MASt3R [20] predicts additional per-pixel
features to improve pixel matching for localisation and SfTM
[10]. However, as with all priors, predictions can still have
inconsistencies and correlated errors in the 3D geometry.
DUSt3R and MASt3R-SfM thus require large-scale optimi-
sation for global consistency, but the time complexity does
not scale well with the number of images. Spann3R [48]
forgoes backend optimisation by fine-tuning DUSt3R to pre-
dict a stream of pointmaps directly into a global coordinate
system, but must maintain a limited memory of tokens which
can cause drift in larger scenes.

In this work, we propose a dense SLAM system built
around these two-view 3D reconstruction priors. We only as-
sume a generic central camera model, and propose efficient
methods for pointmap matching, tracking and pointmap fu-
sion, loop closure, and global optimisation to achieve large
scale consistency of the pairwise predictions in real-time.

3. Method

We provide an overview of the method in Fig. 3, which shows
our main components: MASt3R prediction and pointmap
matching, tracking and local fusion, loop closure, and global
optimisation.

3.1. Preliminaries

DUSH3R takes in a pair of images Z%, 79 € RT*Wx3 and
outputs pointmaps X!, X? € R¥XWx3 glong with their
confidences Ci, C! € RF*Wx1  Here, we use notation
le- to express the pointmap of image ¢ represented in the
coordinate frame of camera j. In MASt3R, an additional
head is added to predict d-dimensional features for match-
ing D{, D7 € RF*Wxd and its corresponding confidences

1Q) e RFXWX1 We define Fps(Z%,Z7) as the forward
pass of MASt3R that yields the previously discussed out-
puts, and throughout the text we will use MASt3R’s output
directly for conciseness.

While some of the data used to train MASt3R has metric
scale, we found that scale is often a large source of inconsis-
tency across predictions. To optimise over differently scaled
predictions, we define all poses as T € Sim(3) and updates
to the poses using Lie algebra 7 € sim(3) and a left-plus
operator:

T:{s(? H T« raT2Exp(r)oT, (1)

where R € SO(3), t € R?, and scale s € R, following the
notation in [36, 43].

Figure 2. Overview of iterative projective matching: given the
two pointmap predictions from MASt3R, the reference pointmap is
normalised ¢ (Xi) to give a smooth pixel to ray mapping. For an
initial estimate of the projection po of 3D point x from pointmap
XZ , the pixel is iteratively updated to minimise the angular differ-
ence ¢ between the queried ray v ([X;]p) and the target ray ¢ (x).
After finding the pixel p* that achieves the minimum error, we
have a pixel correspondence between Z* and Z7.

Our only assumption on the camera model is that of a
generic central camera [34], which means that all rays pass
through a unique camera centre. We define the function
¥ (X?) that normalises a pointmap X into rays of unit norm
such that each pointmap defines its own camera model. This
enables handling both time-varying camera models, such as
zoom, and distortion in a unified manner.

3.2. Pointmap Matching

Correspondence is a fundamental component of SLAM that
is required for both tracking and mapping. In this case, given
the pointmaps and features from MASt3R, we need to find
the set of pixel matches between the two images, denoted by
m; ; = M(X!, X7, D D). Naive brute-force matching
has quadratic complexity since it is a global search over all
possible pairs of pixels. To avoid this, DUSt3R uses a k-d
tree over 3D points; however, construction is non-trivial to
parallelise and the nearest-neighbour search in 3D will find
many inaccurate matches if there are errors in the pointmap
predictions. In MASt3R, additional high-dimensional fea-
tures are predicted from the network to achieve wider base-
line matching and a coarse-to-fine scheme is proposed to
handle the global search. However, the runtime is on the
order of seconds for dense pixel matching, and sparse match-
ing is still slower than the k-d tree. Rather than focusing
on efficient methods for a global search over matches, we
instead find inspiration from optimisation as a local search.

Compared to feature matching, we are motivated by the
use of projective data-association commonly used in dense
SLAM. However, this requires a parametric camera model
with closed-form projection, while our only assumption is
that each frame has a unique camera centre. Given the out-
put pointmaps X, X7, we can construct the generic camera
model of Z* with the rays ¢ (X%). Inspired by generic cam-
era calibration methods [31, 34] which lack closed-form
projection, we project each point x € X7 independently by
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Figure 3. System diagram of MASt3R-SLAM. New images are tracked against the current keyframe by predicting a pointmap from MASt3R
and finding pixel matches using our efficient iterative projection pointmap matching. Tracking estimates the current pose and performs local
pointmap fusion. When new keyframes are added to the backend, loop closure candidates are selected by querying the retrieval database
using encoded MASt3R features. Candidates are then decoded by MASt3R and if a sufficient number of matches is found, edges are added
to the backend graph. Large-scale second-order optimisation achieves global consistency of poses and dense geometry.

iteratively optimising the pixel coordinates p in the reference
frame that minimise the ray error:

. ; 2

p’ = arg mmHz/J ([Xﬂp) —w(x)H 2)
p

We show a visual overview in Fig. 2, and note that minimis-

ing the Euclidean distance between normalised vectors is

equivalent to minimising the angle # between two normalised

rays:

It = 2]|* = 2(1 = cosB), cos® =p{ s (3)

By using the nonlinear least-squares form similar to [34], we
can iteratively solve for updates dp by calculating analytical
Jacobians J and using Levenberg-Marquardt:

op=— "I+ M) I"r, pep+ip. @)

This can be done separately for each point and converges for
almost all valid pixels within 10 iterations as the ray image
is smooth. At the end of this process, we now have initial
matches m; ;. When there is no initial estimate for the pro-
jection p, such as when tracking against a new keyframe or
when matching loop closure edges, all pixels are initialised
with the identity mapping. During tracking, since we always
have the matches from the previous frame, we can use this as
initialisation to further speed up the convergence. To handle
occlusions and outliers, we also invalidate matches that have
large distances in 3D space. Our matching is massively par-
allel on GPU and additionally can leverage the incremental
nature of SLAM.

While these pixels give a good initial estimate of matches
using the geometry, MASt3R demonstrates that leveraging
per-pixel features greatly improves downstream performance
on pose estimation. Since we have a good initialisation from
the previous step, we conduct a coarse-to-fine image-based

search by updating the pixel location to the maximum feature
similarity in a local patch window.

We implement both the iterative projection and feature
refinement steps in custom CUDA kernels, as both are par-
allelisable for each pixel. For tracking this takes only 2
milliseconds and for constructing edges in the graph this
takes only a few milliseconds for all newly added edges
without any initial estimates of the projections. Note that
our matches are unbiased by our pose estimates as they rely
purely on the MASt3R outputs, which is atypical for projec-
tive data association.

3.3. Tracking and Pointmap Fusion

A key component of SLAM is low-latency tracking of the
current frame’s pose against the map. As a keyframe-based
system, we estimate the relative transformation T,y between
the current frame Z/ and the last keyframe Z*. To be effi-
cient, we would like to use only a single pass of the network
to estimate the transformation. Assuming we already have
the last keyframe’s pointmap estimate X’,j, we need points
in the frame of Z7 to resolve T, #. This can be obtained via
Fn(Z?,TF). One straightforward method to solve for pose
is minimising the 3D point error:

Ey= Y

mneEmy

XE = TesXs

w(qm,vu O'%)

. (&)

p

where g, = \/ Q¥ ,,,Q} ,, is the match confidence weight-
ing proposed in MASt3R-SfM [10]. For robustness, in ad-

dition to the Huber norm || - || ,, a per-match weighting is
applied:

2
2 g /q q > Amin
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While X’; instead of X}c could also be aligned to X% with
the benefit of no explicit matching required as they are pixel
aligned, we found that explicit matching with X}C had im-
proved accuracy for larger baseline scenarios. More impor-
tantly, although the 3D point error is suitable, it is easily
skewed by errors in the pointmap predictions as inconsis-
tent predictions in depth are relatively frequent. Since we
ultimately fuse predictions into a single pointmap that aver-
ages out all the predictions, error in tracking degrades the
keyframe’s pointmap that will also be used in the backend.

By again exploiting that the pointmap predictions can be
converted to rays under a central camera assumption, we
can calculate a directional ray error instead, which is less
sensitive to incorrect depth predictions. To calculate this, we
simply normalise both points from Eq. (5):

¥ (Xin) v (ThrXf)

w(anva%)

(N

By= Y

m,nemy¢ o
This results in a similar angular error as mentioned in Eq. (3)
and shown in Fig. 2, except that we now have many known
correspondences and wish to find the pose that minimises
all angular errors between canonical rays and corresponding
predicted rays from the current frame. Since angular errors
are bounded, ray-based errors are robust against outliers [29].
We also include an error term with a small weight on the
difference in distances from the camera centre. This prevents
the system from becoming degenerate in pure rotation cases,
but the small weight avoids biasing the pose estimate in the
same way that the point error does. We efficiently solve for
updates to the pose using Gauss-Newton in an iteratively
reweighted least-squares (IRLS) framework. We calculate
analytical Jacobians of the ray and distance errors with re-
spect to a perturbation 7 of the relative pose T, r. We stack
the residuals, Jacobians, and weights into matrices r, J, and
‘W, respectively. We iteratively solve the linear system and
update the pose via:
(JTWI) 7= -J"Wr, T+ 7®Thr. B
Since each pointmap may provide valuable new information,
we leverage this by not only filtering over estimates of the
geometry, but also over the camera model itself, since it is
defined by the rays. After solving for the relative pose, we
can use transform X’Ji and update the canonical pointmap

X’,j via a running weighted average filter [5, 27]:

CIX + Cf (TwsX5)
Ck+Ck

X} Ch e Ch+Ch. (9

The pointmap initially has larger errors and less confidence
due to only having small baseline frames, but filtering is

able to merge information from many viewpoints. We ex-
perimented with different ways of updating the canonical
pointmap, and found that weighted average was best for
maintaining coherence while filtering out noise. Compared
to the canonical pointmap in MASt3R-SfM [10], we com-
pute this incrementally and require transformation of the
points since an additional network prediction of X} would
slow down tracking. Filtering has a rich history in SLAM,
and yields the benefit of leveraging information from all
frames without having to explicitly optimise for all camera
poses and store all predicted pointmaps from the decoder in
the backend.

3.4. Graph Construction and Loop Closure

When tracking, a new keyframe K; is added if the number
of valid matches or the number of unique keyframe pixels
in my j, falls below a threshold wy,. After adding K;, a bidi-
rectional edge to the previous keyframe K;_is added to the
edge-list £. This constrains the estimated poses sequentially
in time; however, drift can still occur. To close both small and
large loops, we adapt the Aggregated Selective Match Ker-
nel (ASMK) [45, 46] framework used by MASt3R-SfM [10]
for image retrieval from encoded features. While this was
previously used in a batch setting where all images are avail-
able from the start, we modify it to work incrementally. We
query the database with the encoded features of /C; to ob-
tain the top- K images. Since the codebook only has tens of
thousands of centroids, we found that a dense L2 distance
calculation was sufficiently fast to quantise the features. If
the retrieval scores are above a threshold w,., we give these
pairs to the MASt3R decoder and add bidirectional edges if
the number of matches determined from Sec. 3.2 is above
a threshold w;. Lastly, we update the retrieval database by
adding the new keyframe’s encoded features to the inverted
file index.

3.5. Backend Optimisation

Given current estimates of keyframe poses Ty ¢, and canon-
ical pointmaps X; for IC;, the goal of the backend optimi-
sation is to achieve global consistency across all poses and
geometry. While previous formulations used first-order opti-
misation and require rescaling after every iteration [10, 49],
we introduce an efficient second-order optimisation scheme
that handles the gauge freedom of the problem by fixing the
first 7-DoF Sim(3) pose. We jointly minimise the ray error
for all edges £ in the graph:

¥ (Xin) —v (TuX,)

U}(qm,n» 072)

Ey=> > :
i,j€EE m,nEmM,; ;

P

(10)

where T;; = TI;/lCiTWCj' Given N keyframes, Eq. (10)
forms and accumulates 14 x 14 blocks into the TN x TN



Table 1. Absolute trajectory error (ATE (m)) on TUM RGB-D [37].

360 desk desk2 floor plant room rpy teddy xyz avg
ORB-SLAM3 [4] X 0.017 0.210 X 0.034 X X X 0.009 -
DeepV2D [41] 0243 0.166 0.379 1.653 0.203 0246 0.105 0316 0.064 0.375
DeepFactors [6] 0.159 0.170 0253 0.169 0.305 0.364 0.043 0.601 0.035 0.233
Calibrated DPV-SLAM [21] 0.112 0.018 0.029 0.057 0.021 0330 0.030 0.084 0.010 0.076
DPV-SLAM++ [21] 0.132 0.018 0.029 0.050 0.022 0.096 0.032 0.098 0.010 0.054
GO-SLAM [53] 0.089 0.016 0.028 0.025 0.026 0.052 0.019 0.048 0.010 0.035
DROID-SLAM [44] 0.111 0.018 0.042 0.021 0.016 0.049 0.026 0.048 0.012 0.038
Ours 0.049 0.016 0.024 0.025 0.020 0.061 0.027 0.041 0.009 0.030
Uncalibrated DROID-SLAM* [44,47] 0.202 0.032 0.091 0.064 0.045 0918 0.056 0.045 0.012 0.158
Ours* 0.070 0.035 0.055 0.056 0.035 0.118 0.041 0.114 0.020 0.060

Hessian. We solve this problem again using Gauss-Newton
as in Eq. (8) but with sparse Cholesky decomposition as the
system is not dense. Construction of the Hessian is made
efficient through the use of analytical Jacobians and parallel
reductions all implemented in CUDA. Again, a small error
term on consistency in distances is added to avoid degen-
eracy in the pure-rotation case. At most 10 iterations of
Gauss-Newton are performed for every new keyframe and
optimisation terminates early upon convergence. The use
of second-order information greatly speeds up the global
optimisation over the alternatives, and our efficient imple-
mentation ensures that it is not the bottleneck in the overall
system.

3.6. Relocalisation

If the system loses tracking due to an insufficient number of
matches, relocalisation mode is triggered. For a new frame,
the retrieval database is queried with a stricter threshold
on the score. Once the retrieved images have a sufficient
number of matches with the current frame, it is then added
as a new keyframe into the graph and tracking resumes.

3.7. Known Calibration

Our system works without known camera calibration, but if
we do have calibration we can make use of it to improve accu-
racy via two straightforward changes. First, before canonical
pointmaps are used for optimisation in both tracking and
mapping, we query only the depth dimension and constrain
the pointmap to be backprojected along the rays defined by
the known camera model. Second, we change the residuals
in optimisation to be in pixel space rather than ray space.
In the backend, a pixel p; ,,, in Z* is compared against the
projection of the 3D point it is matched with:

By Y

i,JEE m,nEM; ;

Pl — 1 (TiX7,,)

w(qm,n; 0-12‘[) ’
P

Y

where I1 is the projection function to pixel space using the
given camera model. Furthermore, the additional distance

Figure 4. Reconstruction and trajectory TUM fr1/floor sequence.

residuals are converted to depth for consistency.

4. Results

We evaluate our system on a wide range of real-world
datasets. For localisation, we evaluate monocular SLAM on
TUM RGB-D [37], 7-Scenes [35], ETH3D-SLAM [33], and
EuRoC [3], all under monocular RGB setting. For geometry
evaluation, we use the EuRoC Vicon room sequences as it
provides 3D structure scan ground truth, as well as 7-Scenes
since it has depth camera measurements.

We run our system on a desktop with Intel Core i9 12900K
3.50GHz and a single NVIDIA GeForce RTX 4090. As our
system runs at roughly 15 FPS, we subsample every 2 frames
of the datasets to simulate real-time performance. Note that
we use the full resolution outputs from MASt3R, which
resizes the largest dimension to size 512.

4.1. Camera Pose Estimation

For all datasets, we report the RMSE of the absolute trajec-
tory error (ATE) in metres. Since all systems are monocular,
we perform scaled trajectory alignment. We denote our sys-
tem without known calibration as Ours*.

TUM RGB-D: On the TUM dataset, we demonstrate
state-of-the-art trajectory error when leveraging calibration
information as shown in Tab. 1. Many of the previously
best performing algorithms, such as DROID-SLAM, DPV-
SLAM, and GO-SLAM, build on the foundational matching
and end-to-end system proposed by DROID-SLAM. In con-
trast, we propose a unique system that takes an off-the-shelf



Table 2. Absolute trajectory error (ATE (m)) on 7-Scenes [35].

\chess fire heads office pumpkin Kkitchen stairs avg
NICER-SLAM [0.033 0.069 0.042 0.108 0.200  0.039 0.108 0.086
DROID-SLAM | 0.036 0.027 0.025 0.066 0.127  0.040 0.026 0.049
Ours 0.053 0.025 0.015 0.097 0.088 0.041 0.011 0.047

Ours* 0.063 0.046 0.029 0.103 0.114  0.074 0.032 0.066
50+ g
n
1]
9 a0 g
©
8
©
2 30} i
2
@ B ORB-SLAMS3 0.135  16.661
@ 5l EDROID-SLAM | 0.171 22297 |
o EDPVO 0.137  22.628
a EDPV-SLAM 0109  23.097
# 10f EDPV-SLAM++ | 0132 21.784 |
M Ours 0.086 23.935
0 . 4
0.0 0.1 0.2 0.3 0.4 0.5
ATE [m]

Figure 5. Number of successful trajectories below ATE threshold
on ETH3D-SLAM (train) benchmark. The corresponding table
shows the mean ATE across completed sequences, as well as the
AUC up to the threshold.

two-view geometric prior and show that it can outperform
all other systems while operating in real-time. Furthermore,
our uncalibrated system significantly outperforms a base-
line, which we denote DROID-SLAM?#*, that calibrates the
intrinsics using GeoCalib [47] on the first image of a se-
quence, which is then used by DROID-SLAM. We achieve
this without assuming a fixed camera model across the entire
sequence, and demonstrate the value of 3D priors for dense
uncalibrated SLAM over priors that solve subproblems. Our
uncalibrated SLAM results are also comparable to results
from other recent learned techniques such as DPV-SLAM
with known calibration.

7-Scenes: We use the same sequences for evaluation fol-
lowing NICER-SLAM as shown in Tab. 2. Our calibrated
system outperforms both NICER-SLAM [57] and DROID-
SLAM. Furthermore, our real-time uncalibrated system us-
ing a single 3D reconstruction prior outperforms NICER-
SLAM, which uses multiple priors in depth, normal, and
optical flow networks and runs offline.

ETH3D-SLAM: Due to its difficulty, ETH3D-SLAM
has only been evaluated for RGB-D methods. Since the ATE
thresholds for the official private evaluation are too strict
for monocular methods, we evaluate several state-of-the-art
monocular systems on the train sequences and generate the
ATE curves. The dataset contains sequences with fast cam-
era motion, hence, for all methods, we do not subsample the

Table 3. Reconstruction Evaluation on 7-Scenes and EuRoC with

all metrics in metres.

t

7-scenes ATE Accuracy Completion Chamfer
DROID-SLAM [0.049 0.141 0.048 0.094
Spann3R @20 | N/A  0.069 0.047 0.058
Spann3R @2 | N/A  0.124 0.043 0.084
Ours 0.047 0.089 0.085 0.087
Ours* 0.066  0.068 0.045 0.056
EuRoC ATE Accuracy Completion Chamfer
DROID-SLAM |0.022 0.173 0.061 0.117
Ours 0.041  0.099 0.071 0.085
Ours* 0.164 0.108 0.072 0.090

Figure 6. Reconstruction on EuRoC Machine Hall 04.

frames. While other methods can have more precise trajec-
tories, our method has a longer tail in terms of robustness,
resulting in both the best ATE and area-under-curve (AUC).

EuRoC: We report the average ATE across all 11 EuRoC
sequences in Tab. 3. For the uncalibrated case, we found
that the distortion was too significant as MASt3R was not
yet trained on such camera models, so we undistorted the
images but did not give calibration to the rest of the pipeline.
In general, our system is outperformed by DROID-SLAM,
but it explicitly augments its training with 10% greyscale
images. However, 0.041m ATE is still very accurate, and
from the comparisons in [21], all outperforming methods
build on top of the foundation from DROID-SLAM, while
we present a novel method using a 3D reconstruction prior.

4.2. Dense Geometry Evaluation

We evaluate our geometry against DROID-SLAM and
Spann3R [48] on the EuRoC Vicon room sequences and
7-Scenes seq-01. For EuRoC, the alignment between the ref-
erence and the estimated point cloud is obtained by aligning
the estimated trajectory against the Vicon trajectory. Note,
that this setup favours DROID-SLAM which obtains lower
trajectory error. For 7-Scenes, we backproject the depth
images using poses provided by the dataset to create the
reference point cloud. It is then aligned to the estimated
point cloud using ICP as the extrinsic calibration between
RGB and depth sensor is not provided.

We report the RMSE for accuracy, which is defined as
the distance between each estimated point and its nearest
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Figure 7. Dense uncalibrated SLAM with extreme zoom changes
shown by two consecutive keyframes for an outdoor scene.

reference point, and completion, the distance between each
reference point and its nearest estimated point. Both metrics
are calculated with a maximum distance threshold of 0.5m
and averaged across all sequences. We also report Chamfer
Distance, the average of the two metrics.

Tab. 3 summarises the geometry evaluation on 7-Scenes
and EuRoC. For 7-Scenes, both our method with and without
calibration and Spann3R achieve more accurate reconstruc-
tion compared to DROID-SLAM, highlighting the advantage
of the 3D prior. We run Spann3R under two different set-
tings. In one, a keyframe is taken every 20 images and in the
other every 2 images. The discrepancy in the two settings
shows the challenges test-time optimisation-free approaches
face to generalise. Ours without calibration performs the
best in both Accuracy and Chamfer distance. This can be
attributed to the fact that the intrinsic calibration 7-Scenes
provides is the default factory calibration.

For EuRoC, Spann3R struggles as the sequences are not
object-centric and thus is excluded. As summarised in Tab. 3,
although DROID-SLAM outperforms our method in terms
of ATE, our method with/without calibration obtains better
geometry. DROID-SLAM obtains higher completion as it
estimates a large number of noisy points which surround
the reference point cloud, but our method has significantly
better accuracy. It is interesting to note that our uncalibrated
system has a noticeably larger ATE, but still outperforms
DROID-SLAM in Chamfer distance.

4.3. Qualitative Results

Fig. 1 shows a reconstruction of the challenging Burghers
sequence which has few matchable features on the spec-
ular figures. We show examples of pose estimation and
dense reconstructions for TUM in Fig. 4 and for EuRoC
in Fig. 6. Furthermore, we show an example with extreme
zoom changes between consecutive keyframes in Fig. 7.

4.4. Ablation Studies

In Tab. 4, the ray error formulation for uncalibrated track-
ing and backend optimisation significantly improves perfor-

Table 4. ATE (m) for point or
ray error ablation.

Table 5. ATE (m) pointmap
fusion ablation.

‘ w/o calib w/ calib

‘TUM 7-Scenes EuRoC avg Recent 0.207 0.160
Point [0.092  0.084  0.290 0.155 First 0.114  0.059
Ray [0.060 0.066 0.164 0.097 Median conf 0.102  0.039

Weighted fusion| 0.097 0.039

Table 6. Comparison of accuracy and runtime for different matching
methods.

ATE ATE  Matching System
w/ calib w/o calib time (ms) FPS

k-d tree 0.061 0.115 40 8.8
MASE3R 0.042  0.098 2000 0.4
Ours w/o features | 0.062  0.092 0.5 15.1
Ours w/ features | 0.039  0.097 2 149

mance over using the 3D point error and mitigates effects
of inaccurate pointmap predictions. In Tab. 5, we test differ-
ent methods for updating the canonical pointmap and report
the average ATE across TUM, 7-Scenes, and EuRoC. Se-
lecting the most recent or the latest point result in lack of
sufficient baseline to resolve geometry or incur drift, respec-
tively. Given calibration, weighted fusion performs on par
with selecting the full pointmap with the highest median con-
fidence, but it achieves the lowest ATE without calibration
and improves the ATE on EuRoC by 1.3cm, indicating that
fusing over camera models is significant.

We compare matching techniques in Tab. 6. In general,
our parallel projective matching with feature refinement
achieves the best accuracy with significantly faster runtime.
Performing MASt3R matching over all pixels takes around
2 seconds, while our matching takes 2ms and makes the
entire system FPS nearly 40x faster. Please refer to the
supplementary for a full runtime analysis of the system.

5. Limitations and Future Work

While we can estimate accurate geometry by filtering
pointmaps in the frontend, we do not currently refine all
geometry in the full global optimisation. While DROID-
SLAM optimises per-pixel depth via bundle adjustment, this
framework permits incoherent geometry. A method that can
make pointmaps globally consistent in 3D while retaining
the coherence of the original MASt3R predictions all in
real-time would be an interesting direction for future work.

Since MASt3R is only trained on images with pinhole
images, its geometry predictions degrade with increasing
distortion. However, in the future, models will be trained on
a variety of camera models and will be compatible with our
framework that never assumes a parametric camera model.
Furthermore, using the decoder at full resolution is currently
a bottleneck, especially for low-latency tracking and check-
ing loop closure candidates. Improving network throughout
will benefit the total system efficiency.



6. Conclusion

We present a real-time dense SLAM system based on
MASt3R that handles in-the-wild videos and achieves state-
of-the-art performance. Much of the recent progress in
SLAM has followed the contributions of DROID-SLAM,
which trains an end-to-end framework that solves for poses
and geometry from a flow update. We take a different ap-
proach by building a system around an off-the-shelf geomet-
ric prior that achieves comparable pose estimation for the
first time, while also providing consistent dense geometry.
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Supplementary Material

7. Analytical Jacobians

In this section, we derive analytical Jacobians used in second-
order optimisation for both the tracking and backend. For
more information on Lie algebra and relevant Jacobians,
please see the following [36, 43].

To take the derivatives on Lie groups with respect to the
minimal parameterisation, we use the left-Jacobian defini-
tion:

Df(T) - f(TEBT)@f(T)
o Aim T ’ (12)
o ) -1
i BV BRI
7.1. Points

For the point alignment used in both tracking and mapping,
we have a residual defined between a measured point in
one frame and a transformed point matched from a different
frame. Using the general notation from the backend for point
alignment, and switching the order of the residual which does
not affect the cost function, the residual is:

Tp = T”X;,n - X;,m (14)

Defining x = Tijf(g ,, for brevity in deriving Jacobians for
a single point, we take the partial derivatives with respect to
the Lie algebra perturbation of the relative pose T';;:

Drp,
DT;;

:[I3><3 —[x]x X} (15)

where [X]« is the 3 X 3 skew-symmetric matrix.
7.2. Rays and Distance

Compared to the point residual, the ray residual minimises
the error in normalised space, which is equivalent to min-
imising the angle between rays in the camera’s frame:

Ty =1 (TZJX;n> - (Xﬁ,m> :

The Jacobian now is the chain rule of the Jacobian for nor-
malising a point to a unit vector and Jacobian of the the pose
acting on the point:

Dy _% Dx
DTZ']' - ox DT”

(16)

a7)

Defining the distance from the origin of camera ¢ to point x
as dy, the Jacobian of the first term becomes:

Iry _ 1

ox dy

R (18)

12

Using the chain rule with Eq. (15), the first term becomes
Eq. (18) itself. Since the cross product of a point with itself
is a zero vector, the second term becomes a scaled version of
the skew-symmetric matrix. Lastly, as Eq. (18) has the form
of an operator that takes the difference between a point and
its orthogonal projection onto a subspace, and projecting a
point onto its own subspace preserves the point, this cancels
to a zero vector. In matrix form, this is:

Drw
DT;

% _E[X]x O3x1]| - (19)

— [(Lw 1
As mentioned in the main paper, we also include an error
based on the distance between the transformed point and
its match so that cases with pure rotation do not result in a
degenerate optimisation problem. This error is:

rg = d (TUX;H) —d (xm) (20)
and its corresponding Jacobians are:
87“(1 XT
e _ 2 21
% - 2D
DT‘d T
pT- = e O . 22)

7.3. Projection and Depth

In the case of known calibration, we instead use a pixel error
instead of ray error. While the rays could also be constrained
to the known camera model, we chose to use pixel error
as this better models the noise distribution in pixel-level
correspondence and is standard in bundle adjustment. The
pixel error is defined as:

=11 (zjgn) — Dl (23)
Using a pinhole camera model with calibration
fz 0 ¢
K=10 fy, ¢, (24)
0 0 1
the projection Jacobian of point x = [z, vy, 2] is
Irn Life O —fuf
—-— == z. 25

We can then obtain DD,K[J via the chain rule with Eq. (15).

We also include a small error on the predicted and measured
depth with similar motivation to Eq. (22) in cases of pure
rotation. In the future, any parametric camera model and its
corresponding Jacobian could be used here.
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Figure 8. Total runtime in seconds for representative datasets showing cumulative time spent in significant components. The network encoder
and decoder are the majority of the runtime at an average of 64% of the total runtime. Datasets with more loop closures like fr1/room and
MHO1 show more time spent in the backend.

Table 7. Average runtimes in milliseconds of different components for our single-threaded system.

Data Per-Frame Tracking Per Keyframe Summary
Load frame [ Encoder Decoder Match Solve pose | Total [ Retrieval Decoder Match Gauss-Newton | Total | Total time (s) FPS
TUM: fri/room | 11.4 138 277 19 27 |486| 144 977 58 378 1574 515 132
7-Scenes: chess 13.8 144 26.9 2.0 2.1 479 144 706 45 22.7 114.0 33.7 14.8
EuRoC: MHO1 9.1 11.4 23.9 1.7 1.8 41.1 15.1 1304 8.4 66.8 223.3 117.6 15.7
Average 11.4 13.2 26.2 1.9 22 459 14.6 99.5 6.2 42.4 164.9 67.6 14.6
7.4. From Relative Pose to Global Pose 9. Runtime Breakdown
While the above derivations show the Jacobians with respect We report the cumulative runtime for different components
to relative camera poses, we ultimately need updates with of our system across three representative datasets in Fig. 8.
respect to camera poses in the world frame. Using T;; = We also show average runtimes of different components in
T‘jvlciTWCj and the identities for the left Jacobian of the Tab. 7. Note that tracking, which operates at greater than
group inverse and composition 20 FPS, occurs for every frame while keyframing is depen-
dent on the motion and thus occurs at a lower frequency. In
DT 17V1CV general, the network encoder and decoder are the most signif-
" = —Adp-1 , (26) icant in terms of time spent for both the tracking and backend
DTwe, e at around 64% of the total runtime. As a large number of
DTj’J‘ —Toyr, Q27 loop closures are detected in TUM frl/room and EuRoC
DTWlCi MHO1, the time spent in the backend increases compared to
DT;; Ad 28) the more linear .trajectory in 7-Scene§ chess. Our efficient
DTwo, = A%yl matching, tracking, and backend optimisation ensure that

we can achieve real-time performance, with the network cur-
rently being the limiting factor on lower-latency SLAM. The
combination of the modular prior and principled backend
optimisation achieves global consistency in real-time.

we can then solve for updates to each pose:

Drw 'DTw 'DTZ‘ j 'D’I“w
= =— Adp-r , (29
DPTwe, DTy PTwe, DTij  Twes 10. Evaluation Setup
DT’w _ D’/’w DTij _ 'D’I’w Ad . (30) ) )
DTwe, DTy DTwe, DTy Twe, 10.1. Trajectory Evaluation [Sec. 4.1]]
For all the datasets, we use the same parameters with
8. Initialisation keyframe threshold wy = 0.333, loop-closure threshold
w; = 0.1, and w, = 0.005. For relocalisation, we have
As mentioned in Sec. 3.3, to minimise the number of network a stricter check to allow for the current frame to be attached
passes required for tracking, we re-use the last keyframe’s to the graph. The match fraction must be greater than 0.3 for
pointmap estimate X’,j Such pointmap is always available, all datasets apart from in ETH3D where we set the threshold
apart from at the initialisation. To initialise the system, we higher to 0.5.
simply feed the same image into MASt3R to perform monoc- For trajectory evaluation, we run DROID-SLAM using
ular prediction of the pointmap. While such monocular pre- the open-source code with the configuration files given for
dictions are often inaccurate, the pointmap incorporates mul- each dataset. For 7-Scenes, we use the TUM configuration
tiview information and is refined using the running weighted file since it is the most similar. For TUM and EuRoC, the
average filter. remaining entries are from the tables in Deep Patch Visual
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DROID-SLAM Ours
Mean Chamfer: 0.0154m Mean Chamfer: 0.0142m
RMSE Chamfer: 0.0604m RMSE Chamfer: 0.0288m

Figure 9. Reconstruction comparison on 7-Scenes heads, with red indicating the ground-truth point cloud and blue the estimated point cloud.
While mean Chamfer distance does not significantly penalise inconsistent points, RMSE Chamfer is a better reflection of the quality of the
geometry.

Spann3R Ours

Figure 10. Reconstruction comparison on EuRoC V102.

SLAM [21], which also uses some results from DROID- For the metrics, we report the RMSE which penalises out-
SLAM [44]. For 7-Scenes, we include the results reported lying measurements. Fig. 9 is an illustrative example, where
from NICER-SLAM [57]. For ETH3D, we ran all methods DROID-SLAM and MASt3R-SLAM achieve a similar mean
locally as the dataset was not previously attempted with Chamfer distance. Qualitatively, however, MASt3R-SLAM
monocular SLAM methods. clearly produces more coherent and accurate geometry, and

this difference is reflected in the RMSE Chamfer distance.

10.2. Geometry Evaluation [Sec. 4.2] We report the qualitative result of EuRoC reconstruction

For evaluation, points that are unobservable are removed in Fig. 10. Spann3R fails as the sequence is not object-
from the reference point cloud. Additionally, for the 7- centric, and DROID-SLAM produces many more outliers
Scenes dataset, we filter out depths which are marked as compared to MASt3R-SLAM . Compared to Spann3R which
invalid. For all methods, we do not filter any estimated maintains a memory buffer, our keyframing system ensures
point, as in an incremental problem setting like SLAM, that viewed parts of the scene are not discarded. Further-
reprojection-based filtering is not always possible and down- more, our efficient global optimisation can create globally
stream applications benefit from per-pixel dense prediction. consistent maps in real-time.
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Table 8. Absolute trajectory error (ATE (m)) on EuRoC [3].

MHO1 MH02 MH03 MH04 MHO5 V101 V102 V103 V201 V202 V203 avg

ORB-SLAM 0.071 0.067 0.071 0.082 0.060 0.015 0.020 X 0021 0.018 X -
DeepV2D [41] 0.739 1.144 0.752 1.492 1.567 0.981 0.801 1.570 0.290 2.202 2.743 1.298
DeepFactors [6] 1.587 1.479 3.139 5331 4.002 1.520 0.679 0.900 0.876 1.905 1.021 2.040
Calibrated | PPV-SLAM 211 0.013 0016 0.022 0.043 0.041 0.035 0.008 0.015 0.020 0.011 0.040 0.024
DPV-SLAM++ [21] 0.013 0.016 0.021 0.041 0.041 0.035 0.010 0.015 0.021 0.011 0.023 0.023
GO-SLAM [53] 0.016 0.014 0.023 0.045 0.045 0.037 0.011 0.023 0.016 0.010 0.022 0.024
DROID-SLAM [44] 0.013 0.012 0.022 0.048 0.044 0.037 0.013 0.019 0.017 0.010 0.013 0.022
Ours 0.023 0.017 0.057 0.113 0.067 0.040 0.019 0.027 0.020 0.025 0.043 0.041
Uncalibrated | Ours*® 0.180 0.124 0.156 0.282 0.327 0.101 0.134 0.096 0.133 0.100 0.170 0.164
11. EuRoC Results

We summarise the average ATE for EuRoC in the main
paper, and show the results for each sequence in Tab. 8.
While our system does not outperform DROID-SLAM and
methods that leverage its matching architecture, EuRoC has
traditionally been challenging for monocular systems due
to aggressive motion, large-scale trajectories, and varying
exposure. As noted previously, DROID-SLAM was trained
with explicit greyscale augmentation which may account for
the gap in performance. Compared to previous systems with
geometric priors, such as DeepV2D and DeepFactors, we
demonstrate significant improvements in trajectory estima-
tion. Furthermore, the results from the main paper highlight
the additional benefits of using such a prior, as the dense
geometry is more accurate and consistent as shown in Tab. 3,
even for our uncalibrated system.
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